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Abstract Social networking is one of the major technolog-
ical phenomena of the Web 2.0, with hundreds of millions
of subscribed users. Social networks enable a form of self-
expression for users and help them to socialize and share con-
tent with other users. In spite of the fact that content sharing
represents one of the prominent features of existing Social
network sites, they do not provide any mechanisms for col-
lective management of privacy settings for shared content.
In this paper, using game theory, we model the problem of
collective enforcement of privacy policies on shared data.
In particular, we propose a solution that offers automated
ways to share images based on an extended notion of con-
tent ownership. Building upon the Clarke-Tax mechanism,
we describe a simple mechanism that promotes truthfulness
and that rewards users who promote co-ownership. Our ap-
proach enables social network users to compose friendship
based policies based on distances from an agreed upon cen-
tral user selected using several social networks metrics. We
integrate our design with inference techniques that free the
users from the burden of manually selecting privacy prefer-
ences for each picture. To the best of our knowledge, this is
the first time such a privacy protection mechanism for social
networking has been proposed. We also extend our mecha-
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nism so as to support collective enforcement across multiple
social network sites. In the paper, we also show a proof-of-
concept application, which we implemented in the context
of Facebook, one of today’s most popular social networks.
Through our implementation, we show the feasibility of such
approach and show that it can be implemented with a minimal
increase in overhead to end-users. We complete our analy-
sis by conducting a user study to investigate users’ under-
standing of co-ownership, usefulness and understanding of
our approach. Users responded favorably to the approach,
indicating a general understanding of co-ownership and the
auction, and found the approach to be both useful and fair.

Keywords Social networks · Privacy · Game theory ·
Clarke-Tax

1 Introduction

Social networks (SNs, for short), including Friendster.com,
Tagged.com, Xanga.com, LiveJournal, MySpace, Facebook,
and LinkedIn, have developed on the Internet over the past
several years and these SNs have been successful in attract-
ing users. According to ComScore Media Metrix, more users
visit MySpace than Yahoo, MSN, or Electronic Arts gaming
site [39]. Through SNs, users engage with each other for vari-
ous purposes, including business, entertainment, and knowl-
edge sharing. The commercial success of SNs depends on
the number of users it attracts, and by encouraging users to
add more users to their networks and to share data with other
users in the SN. End-users are, however, often not aware of
the size or nature of the audience accessing their data and the
sense of intimacy created through interactions among digital
friends often leads to disclosures that may not be appropriate
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in a public forum. Such open availability of data exposes SN
users to a number of security and privacy risks [28,33,59].

In order to help users protect their personal content,
current SN architectures adopt a simple user-centric policy
management approach [36,41,15], where a privacy aware
user is able to specify a policy that manages access to their
posted profile objects. There have been numerous studies
concerning privacy in the online world [5,28,70]. A number
of conclusions can be drawn from these studies. First, there
are varying levels of privacy controls, depending on the on-
line site. For example, some sites make available user profile
data to the Internet with no ability to restrict access, while
other sites limit user profile viewing to just a set of selected
trusted friends. Other studies introduce the notion of the pri-
vacy paradox — the relationship between individual privacy
intentions to disclose their personal information and their ac-
tual behavior [52]. Individuals voice concerns over the lack
of adequate controls around their privacy information while
freely providing their personal data. Other research con-
cludes that individuals lack appropriate information to make
informed privacy decisions [1], and, when there is adequate
information, short-term benefits are, more often then not,
opted over long-term privacy. People are concerned about
privacy but most are not doing anything about it. This can be
attributed to many things, e.g., the lack of privacy controls
available to the user, the complexity of using the controls,
and the burden associated with managing these controls for
large sets of users.

A significant privacy threat of SN sites is given by an
increasing amount of media content posted by users in their
profile. User-provided digital images are an integral and
exceedingly popular part of profiles on SNs. For example,
Facebook hosts 10 billion user photos (as of 14 October
2008), serving over 15 million photo images per day [4].
Pictures are tied to individual profiles and often either explic-
itly (through tagged labeled boxes on images) or implicitly
(through recurrence) identify the profile holder [2]. Such pic-
tures are made available for other SN users, who can view,
add comments and, using content annotation techniques, can
add hyperlinks to indicate the users who appear in the pic-
tures. In current SNs, when uploading a picture, a user is not
required to ask for permissions of other users appearing in
the photo, even if they are explicitly identified through tags or
other metadata. Although most social networking and photo-
sharing websites provide mechanisms and default configura-
tions for data sharing control, they are usually simplistic and
coarse-grained. Pictures, or in the more general case, data are
usually controlled and managed by single users even when
they are not the actual or sole stakeholders. Data stakehold-
ers may be unaware of the fact that their data (or data that
is related to them) is being managed by others. Even when
the stakeholders are aware of the fact that their data is posted
and controlled by other users, they have limited control over

it and cannot influence the privacy settings applied to this
data.

Letting one user take full responsibility over another’s pri-
vacy settings is extremely ineffective. The average number
of friends of Myspace users is 115 friends, which indicates
that the friend relationship is being stretched to cover a wide
range of intimacy levels [32]. Consequently, users who share
content may have different privacy preferences, and as a con-
sequence, their privacy preferences on some data content they
share may be conflicting. Based on such considerations, in
this paper, we focus on how to enable collective privacy man-
agement of users’ shared content.

We believe this is an important contribution in the realm
of Web 2.0, since to date, current SNs support privacy deci-
sions as individual processes, even though collaboration and
sharing represent the main building blocks of Web 2.0.

Designing a suitable approach to address this prob-
lem raises a number of important issues. First, co-own-
ership in SN platforms should be supported. Second, the
approach should promote fairness among users. Moreover,
the approach should be practical and promote co-ownership,
since users knowingly do not enjoy spending time in protect-
ing their privacy [61].

We analyze these requirements from a game theoretical
perspective [43,68] and model the process of collective pri-
vacy management of shared data as a mechanism design
problem. We map the user collective policy specification to an
auction based on the Clarke-Tax [10,11] mechanism which
selects the privacy policy that will maximize the social utility
by encouraging truthfulness among the co-owners.

The Clarke-Tax mechanism is appealing for several rea-
sons. First, it is well suited to our domain, in that it proposes
a simple voting scheme, where users express their opinions
about a common good (i.e., the shared data item). Second,
the Clarke-Tax has proven to have important desirable prop-
erties: it is not manipulable by individuals, it promotes truth-
fulness among users [17], and finally it is simple. Under the
Clarke-Tax, users are required to indicate their privacy prefer-
ence, along with their perceived importance of the expressed
preference. Simplicity is a fundamental requirement in the
design of solutions for this type of problem, where users
most likely have limited knowledge on how to protect their
privacy through more sophisticated approaches. We integrate
our design with inference techniques that exploit folksono-
mies and automate collective decisions, thus freeing the users
from the burden of manually selecting privacy preferences
for each picture.

We implement a proof-of-concept application, in the con-
text of Facebook, one of today’s most popular social net-
works and show that supporting these type of solutions is
not also feasible but can be implemented through a mini-
mal increase in overhead to end-users. We also discuss how
to export collective privacy policies across domains, using
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OpenSocial[26]. As we discuss, this involves addressing a
number of non-trivial issues. As part of our assessment, we
present the results of a user study, where we investigated
users’ understanding of co-ownership, usefulness and under-
standing of our approach, and attitudes toward the fairness
of the approach. Users responded favorably to the approach,
indicating a general understanding of co-ownership and the
auction, and found the approach to be both useful and fair.

The rest of the paper is organized as follows. We begin
with a discussion of the related work in the next section, fol-
lowed by an abstract representation of SNs. In Sect. 4, we
discuss data co-ownership in SNs. In Sect. 5, we highlight the
requirements for the design of an effective solution support-
ing collective privacy management. In Sect. 6, we describe
our proposed framework which is based on the Clarke-Tax
mechanism. We present our applied approach, detailed sys-
tem implementation, and experimental results in the context
of Facebook in Sect. 8. In Sect. 9, we report the result of our
user study, while we discuss the limitations of our approach
in Sect. 10. We conclude the paper in Sect. 11.

2 Related work

Security and privacy in Social networks and more generally
in Web 2.0 are emerging as important and crucial research
topics [7,20,21,28]. SNs have been studied by scholars from
different disciplines: sociologists, HCI, computer scientists,
economists etc. In this section, we overview some of previous
work that is most relevant to collective privacy management
for SNs. Several studies have been conducted to investigate
users’ privacy attitudes and possible risks which users face
when poorly protecting their personal data [59] in SNs. Gross
et al. [2] provided an interesting analysis of users’ privacy
attitudes across SNs. Interestingly, Ellison et al. [47] have
highlighted that on-line friendships can result in a higher level
of disclosure due to lack of real-world contact. According to
Ellison et al. [47], there are benefits in social capital as a result
of sharing information in a SN that may limit the desirabil-
ity of extensive privacy controls on content. Following such
considerations, the approach we present in this work does not
simply block users’ accessibility to shared data, but it ensures
that sharing occurs according to all the stakeholders’ privacy
interests. The need for solutions addressing the problem of
information leakage in this context is also reported in [33],
where an extensive analysis of the more relevant threats that
SNs users currently face is reported.

To cope with security and privacy problems, SNs sites are
currently extending their access control-based mechanisms,
to improve in flexibility and limit undesired information dis-
closure. There is a general consensus that in SNs, a new
paradigm of access control needs to be developed [8,21,25].
A first attempt along this direction has been taken by Gollu

et al. [25], where a social-networking-based access control
scheme suitable for online sharing was presented. They pro-
posed an approach that considered identities as key pairs and
social relationship on the basis of social attestations. Access
control lists are employed to define the access lists of users.

Carminati et al. [8] have proposed a rule-based access con-
trol mechanism for SNs that is based on enforcement of com-
plex policies expressed as constraints on the type, depth, and
trust level of existing relationships. Furthermore, Carminati
et al. proposed using certificates for granting relationships’
authenticity and the client-side enforcement of access control
according to a rule-based approach. In this paper, we employ
privacy policies using a simplified version of the access rules
used by Carminati et al. More recently, Carminati et al. [7]
have extended their previously proposed model to make ac-
cess control decisions using a completely decentralized and
collective approach. Their proposed work is orthogonal to
the work proposed in this paper. Our analysis of collective
privacy management does not relate to the privacy of users’
relationships. Rather, we focus on collective approaches for
privacy protection of users’ shared content.

Recently, Gates [22] has described relationship-based
access control as one of the new security paradigms that ad-
dresses the requirements of the Web 2.0. Hart et al. [32] pro-
posed a content-based access control model, which makes
use of relationship information available in SNs for denoting
authorized subjects. However, those works do not address
collective privacy issues.

Another interesting work related to ours is HomeViews
[23], an integrated system for content sharing support-
ing a light-weight access control mechanism. HomeViews
facilitates ad hoc, peer-to-peer sharing of data between
unmanaged home computers. Sharing and protection are
accomplished without centralized management or co-ordina-
tion of any kind. This contribution, although very interesting,
is designed around a very different domain, and it considers
sharing of content without taking into account multiusers
privacy implications.

Mannan et al. [42] proposed an interesting approach for
privacy-enabled web content sharing. Mannan et al. lever-
aged the existing “circle of trust” in popular Instant Mes-
saging (IM) networks, to propose a scheme called IM-based
Privacy-Enhanced Content Sharing (IMPECS) for personal
web content sharing. This approach is consistent with our
ideas of sharing of privacy controls and presents an inter-
esting implementation design. On the other hand, IMPECS
is a single-user centered solution: that is, only one user is
involved in the decision of whether to share his/her content
within his/her trust circle.

Finally, with respect to game theoretic approaches related
to our solution, our work is related to [29,64]. Varian [64]
conducted an analysis of system reliability within a pub-
lic goods game theoretical framework. Varian focused on
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two-player games with heterogeneous effort costs and bene-
fits from reliability. He also added an inquiry into the role of
taxes and fines, and differences between simultaneous and
sequential moves. Grossklags et al. in [29] built from pub-
lic goods literature to model security interactions through
three well-known games, introducing a novel game (weak-
est target, with or without mitigation) for more sophisticated
scenarios. Similarly, in our work, we model the collective
privacy problem as a new game, using the results from game
security economics. The adoption of our carefully selected
technique ensures the design of a N-player game, in which
truthfulness and correctness are the winning strategies.

The Clarke-Tax algorithm [10,11], which is at the core
of our solution, has been recognized as an important social
decision protocol. The approach has been applied to address
problems of different nature [16,18,67]. To the best of our
knowledge, however, this is the first time a voting protocol
of this kind is utilized for collective privacy problems. In
[16,18], the Clarke-Groves mechanism has been introduced
into artificial intelligence, using it to explore multiagent plan-
ning. At each step, instead of negotiating over the next joint
action, each agent votes for the next preferred action in the
group plan and individual preferences are aggregating using
a voting procedure. Recently, Wang et al. [67], proposed an
interesting secure version of the Clarke-Tax voting proto-
col. Following the security requirements identified by Wang
in [67], we implement a system that guarantees full protec-
tion of users’ privacy and universal verifiability. However,
Wang’s solution heavily relies on cryptographic primitives
and encryption techniques, implying a level of sophistica-
tion of users which may not be appropriate in Web 2.0 set-
tings. As we discuss in Sect. 10, these countermeasures are
required for unstable domains, where strong guarantees are
required to ensure the users’ correct behavior. In the context
of SN, we believe these techniques do not apply well, and
go against the spirit and philosophy of SN sites, which are
primarily entertainment sites.

3 Representation of SNs

In this section, we provide an abstract representation of a
SN. Our intent is not to represent any concrete system, but
to identify the key elements of a SN, upon which to build
our solution. A SN is characterized by the following core
components:

– U. The set of users. The community composing a SN
is represented as a collection of users. Each i ∈ U is
uniquely identified.

– RT. The set of relationship types supported by the SN.
Users in a SN are possibly connected among each other
by relationships of different types.

– �. It denotes the functional assignment of a relationship
among a couple of users. Specifically: � : Rt → U ×
U ∪ ∅. Given a pair of users i, j we denote their rela-
tionship as i Rt j , where Rt is a relationship name of
one of the supported RT . The same pair of users can
be related by different type of Rt . We assume all the
relationships in general to be binary, non-transitive and
not-hierarchically structured. Unary relationships are also
enabled, for example i is_ f an_of U2, although not rel-
evant for us.

– Prof ilei . The profile of a user i . We represent it as a
tuple Prof ilei = (G RelT ype1, . . . , G RelT ypek, Set)
where G RelT ypel represents the list of users having a
relationship Rtl such that i ′ Rtl i where Rtl ∈ RT .
S represents the data set posted on i’s profile. We
denote the profile components of a user i by means of the
dot notation. For example, i’s friends are represented as
Prof ilei .Friends while the data set S as Prof ilei .Set .

– D. The set of data types supported. Supported content
types are multimedia -video and music files - images,
documents, and hypertext.

Users in SNs are connected among each other by means
of direct or indirect relationships. Direct relationships hold
when two users 〈i Rt j〉 are tied with each other according
to a relationship Rt supported by the SN. Two users 1, k
are indirectly related if there exists a path connecting them
of the form: (〈1 Rt1 2〉 , 〈2 Rt2 3〉 , . . . , 〈k − 1 Rtk−1 k〉),
where each tuple 〈i Rtl j〉 denotes an existing relationship
of type Rtl between users i and j . Provided that there may
be multiple paths connecting two given users, the users’ dis-
tance between i and j is the path with the minimal number
of users between them. In the rest of the paper, we always
refer to the minimal path, unless stated otherwise.

Example 1 Consider users Alice, Bob and John who are
part of a social network. Alice and Bob are friends while
Bob and John are colleagues. The distance between Alice
and John with respect to the relationships Friend_O f and
Colleague_O f is 2 because their minimal connecting path
is the social path
(〈Alice Friend_O f Bob〉, 〈Bob Colleague_O f John〉).

3.1 Expressing privacy policies in SNs

In our reference model, each user i ∈ U enforces locally
specified privacy policies over their data posted in Prof ilei .
Such privacy policies are simple statements specifying for
each locally owned data item who has access to it, and in
certain cases, which kind of operations can be performed on
the data. In current SN sites, users have little flexibility when
specifying such privacy policies (also referred to as access
rules or privacy settings) and can choose among a limited

123



Privacy policies for shared content in social network sites

set of predefined options, such as friends, friends of friends.
Additionally, access rights in a SN are limited to few basic
privileges, such as read, write, and play for media content.

Here, in order to provide a model that is as general as
possible, we assume that users are able to specify Distance-
Based access conditions in their privacy policies. That is, the
users allowed to access the data are identified by means of the
notion of users’ distance, discussed in previous section. We
omit specifying the type of access privilege, as it is not sig-
nificant in our case, and assume generic viewer rights for
users who can access another’s profile. A privacy policy is
summarized by the predicate Pr P(i, n)Rt Set , which indi-
cates all the users who are connected with i with a minimum
path of length n, by relationships in Rt Set .1 In case i leaves
the data public to the whole SN, the predicate will be of
the form Pr P(i,∞), while in case accessibility is restricted
to owner(s) only, the predicate will be set as Pr P(i, 0).
We say that a user j satisfies a distance-based condition
Pr P(i, n)Rt Set if the minimal length of the path between
i and j is within n hops according to the relationships listed
in RtSet.

Example 2 Suppose Alice wants her friends of friends to be
able to view her pictures. She will enforce a policy of the type
Pr P(i, 2)Friend_O f . Bob, in Example 1, satisfies the policy,
while John does not, since John and Alice are indirectly con-
nected by means of a Colleague_Of relationship.

4 Data co-ownership in SNs

In this section, we introduce the notion of collective data
sharing in SNs. We present the notion of co-ownership in
SNs and discuss how to detect co-ownership of data in a
semi-automated manner.2

In SNs, users post data on their profiles: this data is usually
considered owned by the profile owner. The profile owner
is also expected to take the responsibility of managing the
access of the posted data content. However, data posted on a
user’s profile often conveys content not belonging only to the
profile’s owner. For example, documents can be co-authored
and belong to multiple individuals. Several users may appear
in a same picture, and the same applies to other media con-
tent, such as videos. However, if Alice posts a document in
her profile which belongs also to Bob, she is in charge of
setting the privacy policy for the document, regardless of
whether Bob is happy with her policy or not.

1 Distance-based access control rules are employed both in real-world
SN, where for example, one can indicate the visibility of friends of
friends, and in recent access control models proposed for SN sites [8].
2 Note that ownership in our discussion is not defined in terms of leg-
islation, but in terms of the information and its relationship with users.

These simple observations naturally lead to the idea of
supporting co-ownership (or stakeholders) in SN, to indicate
the set of users who are owners of a piece of data, regard-
less of where (i.e., in which users’ profile) this data has been
originally posted.

We primarily focus our presentation on photo images or
pictures, although the main idea behind our solution is gen-
eral enough to be applied for other data types. We discuss
technical challenges-related strategies required to support co-
ownership for textual content in 4.2.

4.1 Users’ classification and image co-ownership

In order to identify co-owners of a given piece of data s,
we provide a general classification of users based on their
relationship with s. Users can be classified as viewers, orig-
inators, and owners. Users who are authorized to access the
data s are defined as viewers. The originator is the user who
originally posted data s on a given profile. Finally, the own-
ers are the users who share ownership privileges with the
originator within the social network and maintain control
over s.

The potential owners of a data item posted on a profile are
identified using tagging features supported by current SNs.
In general, tagging consists of annotating social content by
means of set of freely chosen words [69], associated with
the data denoted as T Set . Their semantic can be analyzed
by means of similarity tools [45]. In the case of pictures, we
employ a specific type of tags widely used in Facebook [19].
These tags, known as id-tags, give the ability for users to add
labels over pictures to indicate which users appear in them.
Therefore, each id-tag essentially corresponds to the unique
user id. By leveraging id-tags, one can easily identify the
potential owners in a given picture.

We notice that although not error-free (one could add the
wrong tags), using id-tags has several advantages: 1. any-
one can tag a picture, so even a potential stakeholder can tag
him/herself on a picture that is not hosted in his/her own pro-
file, to claim the ownership. It is also equally easy to remove
wrongly assigned tags. 2. images can be annotated automat-
ically by employing facial recognition techniques [62]. 3. It
is relatively easy to leverage the id-tags to detect shared con-
tent. Social annotations can be generalized as a method to
identify the stakeholders of content of any type, not limited
to pictures, as long as a unique tag for each user in the set U
of users in a SN is provided. Using images as a case study,
annotated with id-tags, and documents, annotated with meta-
data, we now derive a general notion of users’ relationship
to data.

Definition 1 (Potential Owners) Let s be a shared data item
posted on user’s i profile Prof ilei . Let T Set be the set of
tags associated with s. The set of the potential owners of
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s, Pot_Owni
s is defined as the set of users whose id-tags are

in T Set .

For data types other than pictures, the set of potential owners
can be identified by the meta-data associated with the content
or by the originator’s initiative. A user j belonging to the set
of potential owners is qualified as an owner if the originator
i agrees to grant ownership for a piece of data s to user j .
Ownership privileges are exclusively granted by the origina-
tor to ensure that ownership is managed with users who in fact
are not complete strangers but related only by a number of
relationships that the originator believes acceptable. This net-
work of admitted owners can be automatically specified by
the originator using distance-based policy conditions, which
indicate the type of relationships and the distance among the
users. That is, the originator i can decide to grant the own-
ership of s to some user j only if j has a certain distance
Pr P(i, j)Rt Set within k hops with respect to a certain set
of social relationships Rt Set . In order to mitigate the risk
of originators not sharing ownership with entitled users, in
Sect. 6, we propose an incentive-based mechanism to moti-
vate sharing of ownership rights. The definition of data own-
ers is very intuitive, and we thus omit its formalization. In our
context, a set of owners, denoted as Owns

U Set , U Set ⊆ U ,
do not only decide whether to post/edit/delete s, but more
importantly they share the responsibility of managing access
of s, by specifying the data privacy settings (or privacy pol-
icies).

Example 3 Consider Alice, Bob, and John who are part of
Fact Book social network. Alice and Bob are friends while
Bob and John are colleagues. Alice has participated to a
Christmas party organized for the employees of the com-
pany where Bob and John are employed. Alice has taken
pictures with Bob in which also John appears and posts
them on her Fact Book profile. John requests to Alice to
become an owner of the pictures in which he appears. Alice
has decided to give the ownership of the pictures contained
in the album of the Christmas party to all the users x such that
Pr P{Friends_O f,Colleague_O f }(Alice, 2). Since Alice and
John have a degree of separation equal at most to two, John
is granted the ownership.

4.2 Documents co-ownership

The major challenge related to co-ownership in case of doc-
uments and/or text files deals with the proper identification
of the stakeholders, who should be entitled to ownership.
While in case of images, it is inarguable that who ever ap-
pears in a picture may have interest in knowing—and pos-
sibly controlling—how the image will be handled on the
social network sites, this is not always the case for tex-
tual documents. Even if text mining approaches are used,
and names—or equivalent users’ identifiers—are extracted

from the content, this does not always imply that the cited
names are in fact of potential stakeholders. A typical example
where this approach would fail would be an academic jour-
nal, where several authors of related works are cited. Being
cited does not relate with ownership rights. An alternative ap-
proach, which is more suitable, is to add annotations, so that
documents can be annotated with meta-data listing the
possible co-owners who participated in the creation of the
document or who should be involved in its management.
Annotations are themselves not ideal, in that they require for
the most part manual input of one or more individuals to in-
put meta-data so as to provide the necessary authorship infor-
mation. Additionally, annotations should be unforgeable, so
that co-owners cannot freely change them to deny privileges
to legitimate co-owners. To this extent, we propose a sim-
ple approach that incorporates watermarking techniques into
documents upload, so as to substantially mitigate the risks
of altered meta-data, and allow only the actual stakehold-
ers to do proper editing. Intuitively, in order to support this
feature, an integrated component supporting a watermarking
technique such as [13] in the annotation system needs to be
supported. The annotation process consists of the following
simple steps:

– The originator adds a list of users’ ids {id1, . . . , idn}, as
part of the uploading process of the document;

– The list of users’ ids is embedded as watermark in the
uploaded document. The access policy enforced at this
time is the one of the originator.

– The document is posted and automatically made available
to the annotated stakeholders.

– Stakeholders receive an automated invitation to ac-
cept/deny co-ownership. If they accept, the document is
“unlocked”, and they are also able to add new stakehold-
ers, if additional ones are identified. To avoid uncontrolled
diffusion of the document, new stakeholders are to be ap-
proved by the co-owners. Co-owners can simply opt in
or out for additional stakeholders at the time they accept
the co-ownership invitation.

The other important aspect related to data co-ownership deals
with the access type that can be allowed. While images can-
not be edited, it is important to enable multi-owners to editing
access rights. Hence, the document may be open to read-only
or editing access to viewers, or it could be accessible for edit-
ing among the shared co-owners only. Although documents’
collective editing is being addressed in several existing works
[51,58], and a number of collective tools are nowadays
available for these purposes, the best approach for collective
editing across SN sites has yet to be identified. A con-
trol mechanism that well suits the need of collective edit-
ing within these sites for maintaining consistency of shared
data in collective editing is currently represented by opera-
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tional transformation. In this approach, local operations are
executed immediately after their generation, while remote
operations must be transformed regarding concurrently exe-
cuted operations. Known algorithms based on this approach
are SOCT4 [66] and GO/GOTO [63]. These algorithms use
a central server for exchanging and timing operations, which
well suits the centralized architecture underlying SNs sites.
To time operations, a vector clocks is associated to each oper-
ation performed against the document.

In the next section, we investigate how collective manage-
ment of data with multiple owners can be achieved.

5 Collective sharing requirements

In case of single-user ownership, enforcing of a privacy pol-
icy for a piece of data s is straightforward. The user sets
his/her privacy policy according to his/her privacy prefer-
ence. The privacy policy states who can view the user’s data,
by indicating the distance and the type of relationships view-
ers should have with the owner. On the other hand, a shared
data object s has multiple owners where each owner might
have a different and possibly contrasting privacy preference.
Designing an approach which combines different owners’
privacy preferences into a unique privacy policy is a chal-
lenging task. In particular, it is unclear how to compose the
overall privacy preferences for s without violating individu-
als’ preferences. Furthermore, if multiple owners share more
than a single data item, the decisions made in past interac-
tions may be factored.

Several intuitive approaches are not suitable, due to the
specific constraints of the SN domain, and the data for which
the privacy policy is to be specified. For example, selective
disclosure is not desirable and often not feasible. If the data
in question is a picture, cropping or blurring it would result
in an altered picture, likely decreasing its intrinsic value to
users and owners. Similarly, if a document is co-authored, it
is not always possible to separate the different contributions
of the authors and disclose portions of it without making it
unintelligible. Note that cryptographic techniques may the-
oretically solve the problem of selective data disclosure to
entitled viewers. However, these approaches will not com-
pose a unique privacy policy that incorporates the preferences
to the different co-owners and will result in a very unprac-
tical approach, with a very large number of encryption keys
for users to manage.

A database-like approach, where different owners could
enforce their local “views”, would not work either, as this
approach may result in privacy violations. For example, Alice
may require only friends to view a party picture, while Bob
may not care and leave the picture public to any SN member.
Clearly, as John—who is not a friend of Alice—logs into
the social network and accesses the picture through Bob’s

profile, he violates Alice’s privacy preference, although the
picture is itself not available for Bob to view from Alice’s
profile.

Finally, the ‘least common denominator’ approach is not
a satisfying one either, since it does not represent the co-
owners’ group as a whole, nor does it help in maximizing
the group’s overall benefit. There are potentially many cases
in which this approach does not produce desirable results.
For instance, consider a case with 10 stakeholders and all of
them indicate that all of their friends should be given viewer
privileges. Suppose that all of the stakeholders have many
friends but only two or three in common among all the stake-
holders. The result is that only two or three users other than
the stakeholders will be given viewer access. This is not rea-
sonable. Likewise, consider the scenario where a group of
close friends take a group picture at a party and post it. Since
they are close friends in real life, it is likely that they have
a lot of friends in common on the social network as well.
When the intersection is done with each of the party mem-
bers as stakeholders, the set of users granted viewer access
will probably be reasonable; however, assume Bob brings
his coworker, Alice, who knows none of Bob’s friends, to
the party. It is reasonable to assume that Alice’s friends list
on the SN does not overlap at all with the other members
of the party. Now that Alice is also a stakeholder, the result
of the intersection is empty; thus only the stakeholders have
access to the data. This is a perfectly plausible scenario, but
the result is unreasonable. Hence, simply doing intersections
to determine the users that can view a data item allows the
potential for a single stakeholder’s wishes to override those
of all others in what seems to be an unreasonable way.

Based on these considerations, we identified the following
core requirements for collective privacy management:

– Content Integrity: The data s should not be altered or
selectively disclosed. In other words, we cannot assume
to blur a picture or crop it to remove certain subjects
appearing in it. Nor can we alter a document text or data
to satisfy conflicting individuals’ preferences.

– Semi-automated: The access policy construction pro-
cess should not solely rely on user’s manual input for
each data but should leverage users’ past decisions and
draw from the existing context.

– Adaptive: When a new owner is added for s, his/her input
should be taken into account, even if the access policy for
s has been already set up.

– Group-Preference: The algorithm must leverage the
individuals’ information to develop a collective policy.

– Incentive-Compatible The mechanism deployed should
provide incentives to users to be honest and discourage
any malicious behavior trying to subvert the outcome of
the collective decisions.
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In the next section, we propose an approach that satisfies
the aforementioned requirements. Building upon mechanism
design literature, we suggest a mechanism that collects users’
privacy preferences and assigns a unique privacy policy that
aggregates the users’ individuals’ input.

6 Algorithms for collective privacy decisions

The most intuitive approach to aggregate users’ decisions is
to let co-owners iteratively disclose their preferred settings
and explicitly agree on the set of possible viewers each owner
proposes to include. Owners could update their preferences
as they view other owners’ preferred settings and try to reach
a common decision on a single policy after a few rounds of
revision of their internal settings. This approach, however, is
hardly applicable in that it requires all the owners to agree
on a single set of privacy policies, which may sometimes
be an endless task. Since SN users typically access the net-
work independently, it is also hard to force synchronization,
without introducing unacceptably long decision processes.
A more conservative solution is to construct a privacy pol-
icy that allows viewers’ rights only to the set of users who
satisfy each of the owners’ preferences, avoiding the need of
the owners’ explicit consent on the final set of viewers. How-
ever, this approach is pretty simplistic and fails to leverage
the individuals’ preferences within the co-owners’ group. In
addition to the identified drawbacks, majority and ranking-
based approaches, such as the ones described above, have
proved to be unfair, in that astute individuals may manipu-
late outcomes to their advantage [30].

We suggest an approach that is characterized by two main
parts:

1. First, we present an algorithm that promotes certain
desirable behaviors, such as granting ownership when
conditions for co-ownership hold and truthfulness of co-
owners when expressing their privacy preferences.

2. Second, to avoid users having to input the same privacy
settings multiple times for similar data, we suggest a sim-
ple inference technique to leverage users’ previous pri-
vacy decisions, when certain similarity conditions hold
true.

6.1 Shared content’s privacy as a game theoretical problem

In order to ground our solution, we approach the problem
of collective privacy using Game Theory. We can model
our problem of collective privacy as a Nash equilibrium
problem[43] because each player is assumed to know the
strategies available to the other players, and no player has
anything to gain by changing only his or her own strategy uni-
laterally. If each player has chosen a strategy and no player

can benefit by changing his or her strategy while the other
players keep their strategy unchanged, then the current set
of strategy choices and the corresponding payoffs constitute
Nash equilibrium. This is most definitely true for shared con-
tent, if each co-owner picks a certain privacy setting, none
of the co-owners can benefit by unilaterally changing his
setting. The games that fit the described scenario usually
fall under co-ordination or co-operation games in Game the-
ory. Well-known games for these classes are the Prisoners
Dilemma, the Chicken Game (or its Hawk-Dove variant),
and the tax Games[43,68]. However, the problem with these
types of games is that while the dominant strategies are the
ones where parties reach a collective decision, they actually
have no gain in co-operating, and while pursuing their indi-
vidual goals, they may not reach an equilibrium. Since these
games provide no gain for collective decision making, they
do not serve as a good model for our approach.

In our context, users may have different and conflicting
goals (privacy preferences). Our goal is to provide them with
an approach that addresses such conflicts, returning an out-
come that satisfies individuals interests as much as possible.
Hence, our problem is essentially a mechanism design is-
sue [68]. Mechanism design is concerned with the design
of mechanisms that favor particular outcomes despite agents
pursuing their own interests. It is also known as reverse game
theory: while game theory analyzes the strategic behavior of
rational agents, mechanism design uses these insights into de-
sign games inducing certain strategies and hence outcomes.
The main difficulty with mechanism design problems is that
agents (users, in our domain) may choose to misreport their
valuations in an attempt to affect the outcome to their liking.
The tool that the mechanism uses to motivate the agents to
reveal the truth is monetary payments. These payments need
to be designed in a way that ensures that rational players
always reveal their true valuations [3]. To date, only one gen-
eral method, called VCG [11,31,65], is known for designing
such a payment structure. The VCG mechanism is usually
used to treat a public choice problem in which a public pro-
ject’s cost is borne by all players. VCG is well suited to model
content sharing since it is the only known model that guar-
antees not only that truthfulness is a dominant strategy, but
also that allocations are efficient in an economic sense, that
is, awards are given to the highest bidders [37].

Since VCG applies for cases where multiple allocations
need to be made at the same time, such as combinatorial
auctions, we need to deploy a slight variant of VCG. Varia-
tions of the VCG that could apply in our context are given by
the Groves–Ledyard [27] mechanism and Clarke-Tax [11].
While the Groves–Ledyard mechanism provides a useful bal-
anced incentive-compatible mechanism that solves the free
rider problem, it does not guarantee the stability — in an
economic sense — required for the problem tackled in this
paper [27]. The Clarke-Tax mechanism [11], on the other
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hand, is one of the few incentive-compatible mechanisms
that maximizes the social utility function by encouraging
truthfulness among the individuals, regardless of other indi-
viduals’ choices [3]. Further, it has the advantage that for
each user, equilibrium is a stable dominant strategy, as for the
general VCG mechanism. Thus, there are no complications
related to stability or multiple equilibria. Additionally, the
Clarke-Tax mechanism satisfies several other desirable cri-
teria, including the “Condorcet winner” (a choice that would
have beaten every other choice in pair-wise votes is guaran-
teed to be chosen by the mechanism [9]), “independence of
irrelevant alternatives” (removal of any unchosen preference
from the set of alternatives will not change the outcome [56])
and that the identity of a voter has no influence on the out-
come. As we demonstrate in the following sections, it allows
modeling the issue of privacy for shared content in a simple
yet effective manner.

6.2 Numeraire and payoffs in privacy contexts

We now describe the basic notions for our incentive-based
mechanism for users to share data in the SN and make
thoughtful decisions about their privacy. In order to create
incentives for users to reveal their truth preferences (valua-
tions), some form of monetary payment must be introduced.
Therefore, we design a credit-based system where the user
earns credits proportional to the amount of data (e.g., pic-
tures, documents) the user decides to expose, as a co-owner,
and to the number of times he/she grants co-ownership to
potential owners.

A user i is assigned an initial virtual numeraire ki ∈ R
to track the credits upon joining the SN. There are well-
defined mechanisms to credit and debit the numeraire. For
each posted data item s, shared with n co-owners, the origi-
nator i gains:

c = mi + (β × mi ) × n (1)

where, mi ∈ R are the credits assigned as he/she loads a data
item, while β × mi corresponds to the numeraire assigned
for each user accepted as a co-owner, β ∈ [0, 1]. Each user
accepted as a co-owner for s gains α × mi , where α ∈ [0, 1].
As shown, the more the user shares ownership, the more
he/she gets rewarded. The user’s numeraire is credited (taxed)
based on how pivotal the user’s preferences were in making
the group decision.

Example 4 Assume that in Facebook, each uploaded picture
is worth 100 while α and β are set to 0.7 and 0.5, respec-
tively. When Alice posts her picture, she grants ownership to
Bob and John, who are id-tagged. Her bid score initially set
to 1,000 is raised to 100 for posting her picture and of 70 ×
2 for both Bob and John. That is, Alice totals 240 for posting
the picture. Bob and John receive 50 each.

The owners make a collective decision on whether posting
a data item and they also agree on the exposure preferences
(i.e., distance-based conditions) to be imposed to potential
viewers. Users associate a value with each data preference,
represented by vi (g), this value represents the perceived ben-
efit of the user by exposing a data item with preferences g.
For example, a user who is interested in maximizing disclo-
sure of his photos would assign a high value to data settings g
that do not limit disclosure and allow more users to view this
photo. When multiple users are involved for a single deci-
sion, they may select different optimal choices. Therefore,
we need to design a collective function F(.) (also known
as social welfare function) which outputs a unique outcome,
in light of the individuals privacy preference inputs. F(.),
known as the social function, is a function over the individu-
als’ value functions and outputs a certain collective output X :

F(v1(g), . . . , vn(g)) = X (2)

A fundamental requirement of any decision function is that
it should have an “optimal” in some sense. Different kinds
of desirable attributes of decision functions that characterize
optimality have been suggested in Game Theory, Econom-
ics, and Voting Theory. One simple approach, common in
game theory, (due to Nash [43]), is to choose the outcome
that maximizes the collective values (utilities). We take this
approach, since it satisfies three important properties [17]:
1) it guarantees a relatively fair distribution of the mutually
earned utility, 2) it is simple, and 3) it is non-manipulable.

6.3 Privacy as a tax problem

Our goal is to formulate a mechanism that “aggregates” all
the individuals preferences into single representative group
preference, which builds upon how each user values the dif-
ferent data exposure preferences. Our approach requires each
owner i to associate a value vi (g) to preference g proportional
to how important this preference is for him. The value func-
tion vi (g) corresponds to the estimated numeraire value that
the user would benefit from adopting setting g.

In this paper, we consider the additive social utility, which
for a given preference g is the sum of value vi (g) for all the
co-owners, where F(v1(g), . . . , vn(g)) = ∑n

i=1 vi (g). In
our case, since we cannot assume synchronization, we let
the users express their net values privately (that is, each user
does not know the numeraire exposed by others). The out-
come that maximizes the social value is the outcome to be
selected and represented by:

g∗ = arg maxg∈G

n∑

i=1

vi (g) (3)

In essence, we wish to maximize the sum of the value for each
user’s bid over the picture’s privacy, where the outcome g∗ is
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Fig. 1 Clark tax example

the privacy setting that maximizes the social utility. If an out-
come g is adopted, then each user i is required to pay tax πi ,
the utility of the choice c = (g, π1, . . . , πn) is the value of
the g minus the tax numeraire, given by: ui (c) = vi (g)−πi .

This algorithm requires each user to state the net value
vi (g) for their preference simultaneously. Unlike the original
Clarke-Tax mechanism, our formulation does not require a
fixed cost to be paid by the n co-owners. We consider the fixed
cost to be equal to 0. The tax levied by user i is computed
based on the Clarke-Tax formulation as follows:

πi (g
∗) =

∑

j �=i

v j

⎛

⎝arg maxg∈G

∑

k �=i

vk(g)

⎞

⎠ −
∑

j �=i

v j (g
∗)

(4)

Note user i’s tax πi (g∗) for selecting outcome g∗ is com-
posed of two portions that are computed over a group of
users excluding user i . The first portion computes the new
outcome that would have been the societal if user i’s values
had been ignored and then computes the social utility for such
an outcome. The second part computes the social utility for
the outcome g∗ over the subgroup of users excluding user i .
The tax πi (g∗) is defined as the difference between the first
and second portions.

Assume each co-owner, i , can essentially opt for pri-
vacy preferences stated in terms of connecting path distance,
which take values from g ∈ {0, nRSet ,∞}, denoting owners
only (0), n-distant viewers of relations in RSet and public
(∞), respectively. In case nFriends is the winning option,
the set of final viewers is identified as the conjunction of
the pivotal users friends’ set. That is, Prof ile1.Friends
∪· · ·∪ Prof ilen .Friends. Each user indicates a value vi (g)

for each of the preferences in (g ∈ {0, nRSet ,∞}). Figure 1
shows an example including three users, each user i places
their values vi (g) as indicated in the figure. Note that the
outcome g = {n} maximizes the social value with a value of
7. The users u1 and u3 are the pivotal users and get taxed for
their contributions to the social value function. User u2 only
contributed v2(n) = 1 which was not pivotal to the decision
made, thus user u2 is not taxed.

The Clarke-Tax approach ensures that users have no incen-
tive to lie about their true intentions. We can briefly show why
the Clarke-Tax approach maximizes the users’ truthfulness
by an additional, simpler example. Consider two individu-
als a, b : user a feels that the privacy settings on the picture
should be private (option g = 0), and va(0) = 20 is what he
is willing to spend in order to keep the picture private among
the owners. User b, on the other hand, is willing to spend
vb(∞) = 10 to keep the picture public (option g = ∞).
We refer to maximum users a and b are willing to spend by
va and vb, respectively. Additionally, we refer to the best
response for users a and b by v̂a and v̂b, respectively. The
charge mechanism in this case is as follows:

πa =
{

0 v̂a < v̂b

v̂b v̂a ≥ v̂b
(5)

Essentially, if user a wins, he will be charged an amount that
is as equal to the loss of the other owner, user b follows a
similar formulation. In this case, user a’s best response is as
follows:

v̂a =
{ [0, v̂b), va < v̂b[

max{0, v̂b}, va
)
, va ≥ v̂b

(6)

Notice that va = v̂a is always assured to fall in the range for
the best response in both cases. If a and b declare the truth,
a option will prevail, and a will have to pay tax to the SN
πa = 10 in order to see his option enforced. If a aims at
spending less and declares, falsely, v̂a = 11, a will still win,
but according to equation 5 since 11 > 10, still have to pay a
tax πa = 10. So, underestimating the real value is not going
to change the result of the voting process. Similarly, even if
b declares less than what he thinks the real value is, since
the numeraire is not going to be reimbursed to him, he is not
going to get any advantage by lying. That is, truthful reve-
lation is weakly dominant, a more general proof is available
in [17]. The simplicity of strategy is highly desirable in the
design of solutions for this type of privacy problems, where
users most likely are going to make intuitive and simple deci-
sions to address their privacy considerations.

One important assumption of the Clarke-Tax algorithm is
that users should be able to compute the value of the different
preferences. We assume users can map the value to the num-
ber of users able to access the shared data, and this is possible
using several SN indicators, such as the set of friends, set of
common friends, and on several small world network met-
rics such as node degree, centrality, betweenness, trust paths,
mixing patterns, and resilience [6,54].

Note that the auction is based on the friendship distance,
where the auction’s outcome is the friendship distance d =
g∗ from co-owners in involved in the auction. Building on the
friendship relationships, the SN can be modeled as a directed
graph G(V, E), where the set of vertices V is the set of users
and the set of edges E is the set of friendship relationships
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Fig. 2 Example of combined co-owner graph

between users. The edge (ui , u j ) ∈ E implies that users ui

and u j are friends. Given the social graph G and the auc-
tion outcome distance d, we are able to extract a subgraph
Gd

i (V d
i , Ed

i ) where V d
i and Ed

i are, respectively, the vertices
and edges that are included in the paths that originate from
ui and are of length d or less. This subgraph is easily com-
puted using the breadth first search algorithm [12]. The set
of users given access based on the auction’s result is given
by Gd(∪d

i=1V d
i ,∪d

i=1 Ed
i ). Figure 2 shows an example sub-

graph centered around three co-owners with auction distance
d = 1. This approach combines the subgraph computed from
each of the co-owners, the issue here is that the there is no
unifying graph as the distance is computed from different ref-
erences. We propose a solution in which the co-owners select
a central common user from which the distance is computed,
this user is to be selected based on the social network metrics
such as centrality, betweenness and node degree. This mech-
anism provides a central point from which the distance is
computed and provides a straightforward approach for users
to see the effect of their distance selections. Actually, the sub-
graph Gd approach is a special case of the central common
user approach, which assumes that an imaginary common
user between only the co-owners and computes breadth first
search of distance d + 1 from that user.

Note the distance-based approach for policy authoring en-
ables the co-owners to bid on policies for which they can
easily compute social utility. The use of the distance-based
approach is another form of classifying users into directly
connect friends, friend-of-friend, and public. This approach
can be further extended to accommodate other forms of pol-
icy authoring, such as specifying policies based on common
user group. For example, co-owners could specify differ-
ent groups of friends, such as work, family, school, sports,
public, and others. The co-owner preferences g could be for-
mulated as combinations of the specified groups, for exam-
ple { f amily}, { f amily, work}, {work}, and {public}, and
similar to the distance-based approach, the co-owners place
their bids on the different group preferences based on the
computed social benefit.

7 Automating privacy policies settings

The approach proposed in previous section requires manual
input for each of the pictures co-owned. Users may have up
to hundreds of pictures, and a significant percentage of them
may be shared with others. As such, asking users to bid for
each of them may be, in the long run, a cumbersome task. In
this section, we discuss a few alternative approaches to help
users automate privacy policy settings and free them from the
burden of going through the voting process numerous times.

7.1 Inference of privacy policies

An effective idea to avoid users’ input for each co-owned
image is to utilize inference-based techniques, so as to lever-
age previous decisions. It is easily verifiable that most users
appear in pictures with more or less the same small set of
users (typically directly related with each other) and that the
sensitivity of a given picture also depends upon the context
in which the picture has been taken. Building upon these
observations, we suggest using tags and similarity analysis
to infer the best privacy policy to use for pictures shared
among owners who have an history of shared pictures.

As discussed in Sect. 3, users add words, referred to as
tags, to associate a context or a topic with their content. In
the case of pictures, content tags can be added at each pic-
ture or at the album level.3 For simplicity, we focus on the
case where users add up to one tag each per picture. As such,
for a given picture owned by k users, we associate at most k
tags, {t1, . . . , tk}. This meta-data is used to conduct similar-
ity analysis with pictures already shared by the same set of
users.

For convenience, we represent each picture as a vector of
tags. That is, let T ={−→

t 1,
−→
t 2, . . . ,

−→
t n} be a set of pictures

shared among the set of owners OwnUset . Let −→
t be the pic-

ture whose policy is to be defined. In order to identify the best
policy to associate with −→

t , we conduct similarity analysis
among the pictures in T and −→

t .
Similarity analysis requires two major steps to be under-

taken. First, tags’ similarity needs to be conducted. To be
able to utilize similarity metrics, we rely on the informal
classification system resulting from the practice of collective
tagging. This user-generated classification system is referred
to as folksonomy [44] and is generally defined in terms of a
collection of posts, each associated with one or more tags.

Definition 2 A folksonomy is a tuple F : = (U; T; R; Y) where
U, T, and R are finite sets, whose elements are users, tags,
and resources, respectively. Y is a ternary relation between
them, i. e., Y ⊆ U × T × R. A post is a triple (u; Tur ; r)

with u ∈ U, r ∈ R, and Tur := {t ∈ T |(u; t; r) ∈ Y }
3 Content tags are not to be confused with id-tagging, which we used
to identify pictures’ potential owners.
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In our domain, U is the set of users in a social network,
while R corresponds to the objects (documents and images)
uploaded in the social network site. By relying on a folkson-
omy, we can compare two pictures and assign them a simi-
larity score, based on the tags associated with each of them.
Tags relatedness can be constructed according to several met-
rics [35,55]. In our case, we employ the following modified
notion of co-occurrence of tags. We consider the tags associ-

ated by the co-owners of a given image −→
t , Own

−→
t

U Set ∈ U .
A couple of tags’ weight, say t1, t2, is given by its co-occur-
rence.

w(t1; t2) := card{(u; r) ∈ Own
−→
t

U Set × R|t1; t2 ∈ Tur } (7)

For a given tag t ∈ T , the tags that are most related to it are
thus all the tags t ′ ∈ T with t ′ �= t such that w(t, t ′) is max-
imal. Notice that since we restrict the set of weights to pairs
generated by co-owners, we concentrate on the similarities
of tags as perceived by co-owners only.

Based on these notions, we define similarity as the over-
all relatedness among the tags associated with the pictures.

Given two pictures −→
t ,

−→
t ′ , their similarity is determined as

follows.

sim(
−→
t ,

−→
t ′ ) =

k∑

i=1

n∑

j=1

w(ti , t ′j ) (8)

Note that similarity is commutative, i.e., sim(
−→
t ,

−→
t ′ ) =

sim(
−→
t ′ ,

−→
t ). The equation 8 returns a similarity value ex-

pressed as non-negative number.
Second, once the list of similarity values among all the

pictures in T shared by OwnUset is computed, the pic-

ture champ = max{sim(
−→
t ,

−→
t ′ ), sim(

−→
t ,

−→
t 1), . . . , sim

(
−→
t ,

−→
t n)} with the highest similarity score is selected.

Example 5 With reference to Example 4, let us assume Alice
tags the shared picture as party, while Bob uses the word fun
and John night. Suppose that Alice, Bob, and John already
share two pictures, say −→

t1 and −→
t2 , tagged using other freely

chosen words. −→
t1 was tagged using gathering, fun, game,

while −→
t2 using words friend, beer, home. Let us assume that

the sim(
−→
t ,

−→
t1 ) = 100 and that sim(

−→
t ,

−→
t2 ) = 92. Since −→

t1
is the most similar to −→

t , its privacy policy will be proposed
to the three owners.

The privacy policy associated with champ is prompted to
all the users in OwnUset . If the users agree on the inferred pri-
vacy policy, the same is used, and the numeraire intake is the
same as the one originally spent for the championed picture.
If the users do not agree or a picture significantly similar to −→

t
is not found, the auction mechanism is proposed to the end-
users. Notice that explicit agreement is necessary to avoid
the unlikely case of users wishing to override the decision of
previous actions. If one of the co-owners wants to control the

image, he can theoretically keep adding the same occurrence
of tag pairs to multiple images, in the hope to drive process of
similarity toward a certain champion image that is associated
with the policy of his choosing. Therefore, by requesting an
explicit agreement, the other co-owners have a final say on
the proposed policy and can decide if the champion policy
fits the picture to be protected. A temporary policy chosen
among previously adopted ones is then used, until the auction
is not taken.

7.2 Collaborative filtering for privacy policies settings

An alternative approach that could be used to help the users’
policies setting tasks is to integrate the proposed scheme
with collaborative filtering techniques. Collaborative filter-
ing (CF) [38,48,53,57] systems collect ratings from mem-
bers in a community in order to provide recommendations
based on the closest object to the individual’s tastes. The
input for CF algorithm is a ratings matrix containing user
profiles represented by ratings vectors, i.e., lists of user’s rat-
ings on a set of items. Such ratings can be true (explicit) or
can be assumed (implicit). To generate a user’s prediction for
an item, CF initially computes the degree of similarity neigh-
borhood of K users having the highest degree of similarity
with the active user and generates a prediction for a specific
item by computing a weighted average of the ratings of the
other users in the neighborhood on this item. There exists a
wide variety of algorithms for generating recommendations.
For example, recommendations can be calculated based on
criteria such as others’ (or self) ratings, the content being
rated, the users’ tastes, and history of actions.

In our context, CF can be deployed, either to recom-
mend policies to single stakeholders, or groups of stake-
holders (appearing in the same photo).In the case of single
user’s recommendations, stakeholders’ privacy policies can
be suggested based on their previous auctions’ results. There
could be several ways to leverage CF for such purposes.
One simple approach can be that of deploying a rating-
based system, where policies and bid values are suggested
to the stakeholder based on his previous auction history.
Aspects such as the common set of co-owners and the auc-
tion result (e.g did the user win or did he not win the
auction) can be factorized to recommend the best action
bid. To derive the user’s ratings, this information can be
either used as a form of assumed ratings or it can be com-
bined with explicit ratings of the users collected at the end
of each auction. While in this context, it is quite intui-
tive that any user would rate higher a successful auction
rather than a lost one, the user may rate auctions with
a same outcome differently. For example, users may feel
that certain won auctions resulted in a too high numer-
aire being levied, or they may not care as much about
other auctions in which outcome was negative. Hence,
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collecting explicit individual ratings may result in a bet-
ter, more accurate recommendation. In a more sophisticated
approach, the filtering criteria can be based on the actual im-
age content and its similarity with the one currently being
auctioned.

Regardless of the specific criteria used, each user would be
suggested a possible bid amount for a given privacy option,
and it would be up to him whether to implement the sug-
gestion or not. That is, even if accurate, the recommendation
should require the user’s approval, especially in light of the
fact that the suggested bidding auction puts the user at risk
to loose part of the numeraire. Hence, the auction still needs
to be carried out.

In order for the users to completely avoid the auctions
and/or any other policy setting task, group recommender sys-
tems should be considered. This approach would be similar
to the inference technique discussed in the previous section,
in that it would leverage users’ past decisions and completely
eliminate the need of additional input. Group recommender
systems are an emerging topic in the recommender system
field [34]. However, building a collective recommender that
uses the feedback provided by multiple users and which must
generate suggestions that satisfy the group introduces a num-
ber of interesting challenges, that arise mostly from the need
to support multiuser interaction and model both individual
and group preferences accurately. In this context, the issue of
defining a social value function that describes how the tastes
and opinions of individuals affect the group’s recommen-
dation is crucial, due to the important nature of the recom-
mendation. One wrong or somewhat unfair recommendation
could result not only in unjustified numeraire loss but also
cause privacy losses for the involved users. Furthermore, the
well-known cold start problem is even more salient here,
since if no direct recommendation can be given, the system
should be able to supply recommendations for potentially a
large number of groups. This issue is similar to the case of
no available image for inference (the champ image of previ-
ous section) that can occur in the case where inference tech-
niques are employed. While some proposals exist [48–50,53]
for group-based recommendations, these solutions are quite
distant in nature and scope from the problem discussed in
this paper. Hence, the applicability of group recommender
systems in the context of collective privacy is yet to be inves-
tigated.

8 System implementation and experimental results

We have implemented a proof-of-concept social applica-
tion of the proposed approach for the collective manage-
ment of shared data, referred to as PrivateBox. PrivateBox
is fully integrated with Facebook social network platform
[19]. PrivateBox supports the following features: controlled

sharing of pictures; automatic detection of pictures’
co-owners based on id-tags; collective privacy policies
enforcement over shared pictures based on auctions. We
discuss the system’s implementation and our performance
evaluation in the remaining of the section, followed by a dis-
cussion on cross-site enforcement of collective policies.

8.1 Private box implementation and evaluation

PrivateBox has been implemented in PHP and uses Facebook
platform REST-like APIs for PHP and Facebook Markup
language (FBML). REST-like APIs are used to retrieve and
prompt all the information related to a Facebook user profile
such as the Facebook user identifier and its friends identi-
fiers. FBML is an evolved subset of HTML that gives our
PrivateBox application the same style of Facebook web site.
The information related to a Facebook user profile such as
the user identifier, list of friends identifiers, the user pho-
tos and albums identifiers are stored in a MySQL database.
The implementation consists of a set of PHP files where
each file implements one of the main features of PrivateBox.
Figure 3 represents the interaction flow of a user with Private-
Box application. First, AddPhotos page allows a user to se-
lect those photos from his/her Facebook albums on which he
wants to have a fine-grained control. Once photos have been
selected, PrivateBox determines the set of potential co-own-
ers of the photos based on the id-tags, as described in Sect. 3.
Each potential co-owner is notified through a standard Face-
book notification message about the possible co-ownership.
Then, PrivateBox page displays the photos stored in the
PrivateBox, including the pictures added by him/her, and
those have been added into PrivateBox when the user was
granted ownership.

Finally, the Auction page is the core of the applica-
tion, and it enables the collective enforcement of privacy
policies on co-owned data as it is described in Sect. 5 (see
Fig. 3). Auction page shows the user’s updated bid score
(i.e., numeraire) each time the user adds pictures, grants
ownership, or obtains ownership. Moreover, it allows a user
to start an auction using the Clarke-Tax for a co-owned
photo by specifying a bid value vi (g) for each possible
privacy preference g associated with the photo. vi (g) rep-
resents the perceived benefit of the user by exposing the
photo with privacy preference g. The only possible pri-
vacy preferences g that are supported by PrivateBox are
“share with co-owners” and “share with friends” because
in Facebook it is not possible to connect users based on
social relationships other than “friends”. The user can mon-
itor anytime the progression of an auction that the user
has started which is not completed yet. To ensure correct-
ness of the mechanism, however, he/she can only bid once
and cannot view others’ bids. During an auction, the photo
under auction is visible only to the co-owners that appear in
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Fig. 3 PrivateBox’s execution flow

the photo to avoid that any of the co-owners privacy pref-
erences are violated before the privacy setting that maxi-
mizes the social utility F(.) is determined. The user can
also view the ongoing auctions started by its friends (but
not the bids) and choose to join one of them. When the
user joins an auction, he/she has to specify the bid score
for his/her privacy preference g associated with the photo
under auction. Finally, the user can also view the results
of previous completed actions. Note that only when an
auction is completed, the user can see the vi (g) specified
for each privacy preference g by the other users (Fig. 3,
step 5).

PrivateBox has additional functionalities to visualize
friends’ and co-owners’ pictures. The Co-owner list
page, for example, displays the list of the co-owners. Once
a co-owner is selected, the photos the ownership of which
is shared between the co-owner and the current user are
visualized. Another supported feature is the ownership re-
quest, managed in the Request Ownership page. The
Request Ownership displays a list of pictures where
the current user has been tagged, i.e., is a potential-owner.
The user can select the pictures of which he wants to
obtain co-ownership. A notification is sent to the user who

has uploaded the picture, and it is displayed in his/her
Notifications tab. Finally,Friends page displays the
pictures that the friends of the user have uploaded in Pri-
vateBox. The inference component of the system is not cur-
rently implemented, and its deployment is part of our future
work.

According to research related to face recognition in on-
line albums, there are between 2 and 4 faces per photo
[14,46]. We have evaluated the scalability of the collec-
tive privacy policies enforcement based on auctions by vary-
ing from 2 to 12 the number of co-owners that appear in a
photo under auction. Figure 4 reports the execution times
to perform Clarke-Tax algorithm once all the co-owners
have placed a bid, while varying the number of co-own-
ers. In other words, the graph shows the execution time
of finding a privacy setting which satisfies each co-owner
privacy preference and of calculating the bid score to be
levied to the pivotal users. The execution time linearly in-
creases with the increase in the number of co-owners be-
cause the Clarke-Tax algorithm has to find the maximum
for function F(.) over a greater number of co-owners bid
scores. However, the increase is negligible with respect to the
number of co-owners. The execution time is so fast that the
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collective enforcement of privacy policies is transparent to
the user.

8.2 Cross-site enforcement of co-ownership

Co-ownership could involve users who are not social net-
work members or who belong to different sites. In order to
guarantee a fair approach, also this class of potential owners
should be involved in the auction process, so as to have a role
in the decision process. To support this, level of interopera-
bility several design and technical challenges arise. First, a
major issue is how to control and communicate the non-social
network members about the potential ownership. Clearly,
contact information of some sort should be provided. A sec-
ond important concern deals with the numeraire. Clearly,
non-member users do not have any images posted (or very
few, if they are already being tagged in other images with the
focus social network); therefore, the system may not be fair
to them. Additionally, some architectural challenges arise,
such as where to store the data for non-member users and
how to retrieve it as needed. To address the above concerns,
we focus on the possibility of supporting cross-site interac-
tions, that is, to allow users to take part of an auction where
they appear as stake holders, even if the other participants
belong to different social network domains. Our solution re-
lies on a cross-site manager that allows information mapping
among distinct sites.

Our solution relies on a cross-site manager that allows
information mapping among distinct sites. The cross-site
manager can be implemented as using the Google Open So-
cial API initiative[26], which denes a common API for social
applications across multiple websites by generating a map-
ping between the APIs and a general common API. We chose
to use the OpenSocial API to utilize the API mappings to
enable the interaction between social sites. The main func-

tions of the Open Social API are to validate a user ID and
the image and parse these values to the original web- site
where the auction should take place. The validation involves
identifying the prole owner and sending a version of the user
ID. We use the make Request function in the gadgets API to
manage the authorization and key mappings of the different
user IDs. The Open Social APIs functions are used whenever
an image shared policy is to be created, and the co-owner is
possibly be part of a different site. A query is sent to verify
whether the co-owner belongs to the linked site. Again, this is
carried out by the make Request function. If the co-owner is
found, then the user ID is sent out to the database storing the
mappings of the different IDs of a single user on the differ-
ent SNs. This additional database is used for matching users
proles, that is, to map User U1 in the SNs A as User U2 in
the SNs site B. The ID mapping function constitutes a map-
ping engine that sends out the corresponding user ID to the
original website hosting the image. This engine, along with
the database, constitutes our trusted reference monitor. The
friends (or other such equivalent relationships) of the user
for each and every website are imported every time a pol-
icy is being enforced using the dataRequest.PeopleRequest
functions.

9 PrivateBox user study

Participants Participants were recruited from a large U.S.
university community (staff, students, faculty, and the com-
munity at large), including users and non-users of social
network sites. One hundred and twenty-two participants
(out of 440) agreed to participate in our study (27.7%
response rate). Three participants were excluded as they
completed less than 25% of the questionnaire items; all
other participants completed at least 90% of the items. The
average age of the respondents was 23.79 (SD = 5.69)

years old (Range: 18-39). Participants were asked to indi-
cate any social networks they were a part of 99.2% indi-
cated Facebook, 18.6% indicated MySpace, 13.6% indi-
cated Linkedin, 3.6% indicated Orkut, and less than 1%
indicated Friendster and LiveJournal. Less than 1% re-
ported that they were not part of any social networks. In
terms of network usage frequency, 93.1% of the respondents
accessed social network sites at least once a week, with 75.9%
of reporting that they were daily users. Participants were
also asked to indicate how many minutes they were will-
ing to spend in configuring privacy settings. The responses
ranged from 0 to 60 minutes, with an average of 13.23 min
(SD = 12.34).

Procedure Participants were shown an animated sequence
describing the concept of shared ownership using the Pri-
vateBox application for Facebook, the auction approach, and
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three auction scenarios illustrating various features of the
auction. Participants did not interact with the application di-
rectly, as the goal of the study was not to examine the interface
or assess the intention of use. In the study, we first presented
a usage scenario to illustrate the various features of the Pri-
vateBox application and the auction. The following concepts
were elaborated on in the scenario:

– PrivateBox: The participants were shown snapshots of
the PrivateBox application, explaining how photos can
be added to the application and how users can request
co-ownership of pictures that they appear in.

– Auction: The credit system and the auction process were
described to the participants, indicating that the winning
bids would determine who was able to view the co-owned
pictures. Three simulated auction users (Alex, Tom, and
Bob) stated their privacy preferences for individual pic-
tures. The participants watched the users submit bids for
privacy settings under 3 different scenarios. The three
scenarios included a range of behaviors from the users to
show a variety of auction outcomes.

After learning about the various features of PrivateBox and
the auction approach, participants were asked to complete
a web-based questionnaire assessing their social network
usage and attitudes related to privacy. The animated sequence
took approximately 6 min to view after which they were
directed to complete the survey. Completion of the survey
took an additional 8–10 min.

Measures The following measures were considered as part
of the study.
Concern with privacy was measured using 3 items (α = 0.72)

rated on a Likert scale (5-point rating scale, where 1 =
strongly disagree and 5 = strongly agree). An exam-
ple item is ‘I have had concerns about the privacy of
my data on Social Networks.’ Frequency of social net-
work use was measured on a frequency rating scale
(1 = never; 2 = once or a few times a day; 3 = once or
a few times a week; 4 = once or a few times a month)
with the item ‘How often do you access Social Network
Sites?’

Minutes willing to spend configuring privacy was measured
with a unrestricted free-report response based on the ques-
tion ‘how many minutes are you willing to spend in con-
figuring privacy settings?’

Comprehensive profile was measured on a Likert Scale (5-
point rating scale, where 1 = strongly disagree and 5 =
strongly agree) with the item ‘I have a comprehensive
Social Network profile.’

Understanding of co-ownership was measured using 3 items
(α = 0.69) rated on a Likert scale. An example item
is ‘I have trouble understanding co-ownership of privacy
settings.’

Table 1 Descriptive statistics of study variables

Variable Mean St. Dev.

Subscales

Concern with privacy 3.91 0.89

Understanding of co-ownership 3.86 0.83

PrivateBox as a privacy-enhancing technology 3.98 0.68

Usefulness of the auction 3.94 0.70

Understanding of the auction 3.71 0.70

Fairness of the auction 3.76 0.76

Single items

Frequency of application use (4pt. scale) 3.77 (0.54)

I have a comprehensive social network profile 3.83 (0.97)

PrivateBox understood as a privacy-enhancing technology
was measured using 3 items (α = 0.76) rated on a Likert
scale. An example item is ‘Using the PrivateBox applica-
tion would enhance my control over my photos.’

Usefulness of the auction was measured using 3 items (α =
0.82) rated on a Likert scale. An example item is ‘The
auction is a useful way to express my privacy settings.’

Understanding of the auction was measured using 3 items
(α = 0.81) rated on a Likert scale. An example item is
‘The auction is easy to understand.’

Fairness of the auction was measured using 3 items (α =
0.78) rated on a Likert scale. An example item is ‘The
auction is a fair approach to decide the privacy settings of
shared pictures’.

Results Table 1 presents the descriptive statistics of the
study variables. The main purpose of the study was to
assess participants understanding of shared privacy settings
and their understanding of the auction process. The sub-
scales contained in the questionnaire show that participants
understood the idea of co-ownership (M = 3.85, SD =
0.83) and additionally thought that shared privacy settings
would enhance users control over data (M = 3.98, SD =
0.68). Furthermore, participants indicated that the auction
approach was both useful (M = 3.93, SD = 0.70) and fair
(M = 3.74, SD = 0.76).

In addition to assessing participants’ understanding
of the auction approach and whether the participants viewed
the approach as fair, we were interested in understanding
the factors affecting users’ attitudes toward the idea of the
auction. Specifically, we examined whether understanding
of the auction approach is predicted by participants concern
with privacy, understanding of shared privacy, usefulness of
the auction approach, frequency of social network use, age
and minutes willing to spend to configure privacy settings.
We conducted an exploratory least squares multiple regres-
sion analysis, regressing understanding of our approach
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simultaneously to all the possible predictors. Not surpris-
ingly, the most significant predictor of the understanding
of the auction approach was the usefulness of the auction
(β = 0.382, p < 0.01). Participants who found the auction
approach useful indicated a better understanding of the auc-
tion approach. Understanding of co-ownership also predicted
understanding of the auction approach (β =0.245, p<0.05).
Participants who reported greater understanding of shared
privacy also reported greater understanding of the auc-
tion approach. Finally, participants’ age also predicted the
understanding of the approach (β = −0.206, p < 0.05).
Specifically, the younger participants were, the more they
understood the auction process. Frequency of application
use, concern with privacy, and minutes willing to spend to
configure privacy settings were not significant predictors of
auction understanding.

Furthermore, we were interested in understanding why
users thought the auction approach was fair. We conducted a
least squares multiple regression analysis, regressing fairness
of the auction approach on age, concern for privacy, under-
standing of co-ownership, and usefulness of the auction ap-
proach. Participants’ understanding of co-ownership was the
only significant predictor of fairness of the auction approach
(β = 0.367, p < 0.01). If participants understood co-own-
ership, they viewed the auction approach more fairly. Age,
concern for privacy, and usefulness of the auction approach
were not significant predictors of fairness of the auction ap-
proach. Users who did not understand the co-ownership had a
hard time understanding the need of such an approach. These
results indicate that one of the key components to an auction-
based approach is whether or not users understand the con-
cept of co-ownership which is essentially the reason behind
the need of an auction. Understanding of co-ownership sig-
nificantly predicted both understanding and fairness of the
auction approach. Given the positive feedback we obtained
when assessing the users’ understanding of co-ownership,
we believe the PrivateBox represents a good implementation
of the auction.4

10 Manipulating the auction-based privacy system

Generally speaking, the problem of voting becomes
complicated when some of the voters try to manipulate the
outcome by expressing false preferences. Voters might cast
bogus votes to help a preferred alternative win or to avoid
an undesired alternative being chosen. The Gibbard–Satt-
erthwaite theorem[24,60] proves that any choice rule that

4 We believe better results could be obtained by improving the proto-
type design, and having users interact with the application, however,
user studies related to the prototype design are beyond the scope of this
work.

satisfies no dictatorship and universal criterion will be sus-
ceptible to manipulation when there are three or more alter-
natives. The Clarke-Tax approach, which is at the core of our
solution, is shown to alleviate the problem of manipulation,
since it reduces the incentive for a voter to manipulate the vot-
ing outcome. There are, however, some aspects of concern,
which we now briefly discuss.

As any voting schema, our system requires that the pri-
vacy of the bidders is guaranteed, and that the voting actions
are verifiable. While such requirements are inherently met
by the design of our solution (the design of the PrivateBox is
such that users do not see the others’ bids and their actions are
logged for verification), it is still possible for malicious users
to bypass the auctions’ rules. For example, malicious users
may try to manipulate the system to prevail in the collective
decisions in at least two possible ways: (1) first, they can
refuse to add certain stakeholders who most likely will not
share their same privacy opinions and (2) second, they can
try to gain large amount of illegitimate numeraire to make
their bids pivotal, preventing honest users’ privacy prefer-
ences from being respected fairly.

Concerning the first issue, we begin with highlighting
that even without considering coercive measures, we no-
tice that our design is such that (according to equation (1))
every user has strong incentives in allowing as many poten-
tial co-owners as possible. Therefore, limiting the number
of co-owners is actually a discouraged behavior that users
will unlikely take. Second, in order to actually prevent these
cases from occurring, it is possible to extend the proposed
approach as follows. Id-tags can be validated using facial rec-
ognition techniques. Although this may add some overhead
to the system, automated detection of potential stakeholders
does not allow other co-owners and/or stake holders to delib-
erately leave out other entitled users from the stakeholders’
list, making it unlikely that they will be able to participate
in the auction. Automated tagging is provided by several
lightweight tools[40], and their integration in social network
platforms has been already successfully tested [62]. Forcing
users to actually identify the potential players in the auction
game addresses the issue of stakeholders’ being denied to
join the privacy setting procedure.

Issue (2) leads to a general observation related to the fair-
ness of the auction. Ensuring that each and every auction is
fair is a controversial issue, since it is not possible to ensure
fairness while maintaining an incentive-based system. There
are, however, some extensions that can be investigated to
mitigate this issue.

Due to the possibly sensitive nature of certain shared con-
tent, users should be given a chance to always express privacy
preferences on content that is related to them. However, in
the current implementation, it is safe to assume that if users
choose not to collect numeraire, it can be assumed that they
do not have a strong interest in bidding in an auction. On
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the other hand, it is plausible that some users may prefer
not to upload images or other documents to their SN pro-
file for privacy reasons. Hence, one possible approach to
avoid situations where users feel forced to expose data in
order to gain numeraire is to increase the ways such num-
eraire can be gained, allowing users to earn more credits
based on other SN interactions (such as posting comments,
tagging content etc). Further, adjustments to the approach
used to calculate the maximum bid within an auction can
be taken. One adjustment that could be made is limit bids
up to a certain numeraire, for example, by limiting bids
to 150% of the lowest numeraire available among all the
co-owners. While users with a lower numeraire can still
be outbid, they are now given some bidding power (espe-
cially in light of the fact that multiple users may bid on the
same option, leading to a high collective numeraire), leav-
ing the incentive system still valid. Further, by extending the
ways users can gain numeraire, upon the request of partic-
ipating in an auction, they can gain the credits required to
compete.

11 Conclusion

In this paper, we discussed a novel model for privacy manage-
ment within social networks, where data may belong to many
users. We presented a theoretical representation of the collec-
tive privacy management problem and proposed a solution
that builds upon well-known game theoretical results. We
implemented a tool prototype hosted in Facebook and car-
ried out a performance analysis and a user study evaluation.
The issue tackled in this work is quite challenging, and our
solution, although promising, has room for improvement and
can be extended in several ways.

On the policy language front, we will explore more sophis-
ticated and flexible policies, such as network-based policies,
to include predicates related to the users’ geographic loca-
tions. Further, we plan on taking into account time depen-
dency of privacy requirements. As users’ privacy preferences
may change over time, our approach should be able to reflect
this if necessary. Currently, users can choose to undo the
auction and update the privacy preferences. However, more
sophisticated and effective approaches are required to incor-
porate temporal constraints in the policies themselves. To
this extent, we will investigate further the implications of
our approach in case of revocation or leave of some co-own-
ers. On the architectural side, we would like to improve the
design of Private Box to make it more user-friendly and eval-
uate its predicting capabilities using the inference techniques
discussed in the paper. Finally, we plan to extend our anal-
ysis concerning the systems manipulation by elaborating on
colluding users.
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